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AP STATISTICS – MS. KLIMCZUK

Graphing Calculator Activity: Some Shortcuts to Avoid

Your calculator offers many regression options in the STAT CALC menu. There are three that automate fitting a simple re-expression of y or x:

· LnReg – This fits a logarithmic model of the form 
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· ExpReg – This fits an exponential model of the form 
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· PwrReg – This fits a power model of the form 
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In addition, the calculator offers two other functions:

· QuadReg – This fits a quadratic model of the form 
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· CubicReg – This fits a cubic model of the form 
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These last two models have a form we haven’t seen. There are several x terms in these models. Because x, x2, and x3 are likely to be highly correlated with each other, the quadratic and cubic models are almost sure to be an unreliable fit, difficult to understand, and dangerous to use for predictions that are even slightly extrapolations. I would suggest not using models of this type. We will not be using them in this class.
Let’s try out one of the calculator shortcuts. Let’s go back to the Arizona State tuition data. This time, instead of re-expressing tuition to straighten out the plot, we will have the calculator do more of the work.

	Year (Starting with 1990)
	Tuition (In Dollars)

	0
	6,546

	1
	6,996

	2
	6,996

	3
	7,350

	4
	7,500

	5
	7,978

	6
	8,377

	7
	8,710

	8
	9,110

	9
	9,411

	10
	9,800


So which model should you use? You could always just play hit-and-miss, but knowing something about the data can save a lot of time. If tuition increases by a constant percentage each year, then the growth is exponential. 
Let’s use the exponential regression. Write some things about what you noticed about the curve of best fit. 

Now make the residuals plot. What do you notice about the residuals plot? Do you think this curve is a good fit for the data?
Now write the equation for the model.

Notice that this is the same residuals plot that we had when we re-expressed the data and fit a line to the logarithm of tuition. The calculator actually did the very same thing. This new equation may look different, but it is equivalent to our earlier model 
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Now show that these are the same…

See? Your linear model created by the logarithmic re-expression is the same as the calculator model created by the ExpReg. 

There are three of the special TI functions that correspond to a simple regression model involving            re-expression.  

	Type of Model
	Re-Expression Equation
	Calculator’s Curve

	Logarithmic
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	lnReg ( 
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	Exponential
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	ExpReg ( 
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	Power
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	PwrReg ( 
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Just be careful. It may look like the calculator fit these equations to the data by minimizing the sum of squared residuals, but it really didn’t do that. It handles the residuals differently, and this difference matters. If you use a program to fit an “exponential model,” it will probably fit the exponential form of the equation and give you a different answer.

You’ve seen two ways to handle bent relationships. What are they?

Note that the calculator does not have a shortcut for every model you may want to use, like models involving square roots or reciprocals. And remember, the calculator may be quick, but there are real advantages to finding linear models by actually re-expressing the data. That is the approach that you should always use.  
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